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Abstract:  

This paper compares two feature extraction techniques for the automatic recognition of 

cursive handwritten Arabic characters. The first technique, known as CCOB, incorporates 

statistical features such as the center of mass, crosshair count, outliers (Right, Left, Top, 

and Down), and black ink histograms. The second technique involves extracting 

eigenvectors and eigenvalues from the shifted mean of resized cropped images. The 

comparison was conducted using the SUST-ARG dataset, which consists of 6,800 images 

of Arabic handwritten characters. All experiments utilized the Adaptive Neural Network 

Fuzzy Inference System (ANFIS) classifier. The experimental results demonstrated the 

performance of both techniques. The recognition rate achieved with the CCOB features was 

96.1%, while the second technique yielded a slightly lower recognition rate of 95.94%. 

Overall, the comparison indicates that both techniques are effective in recognizing Arabic 

handwritten characters, with only a marginal difference in recognition rates. Notably, the first 

technique slightly outperformed the second in terms of recognition rate. 

Keywords: Handwritten Character Recognition (AHC), Neural Network Fuzzy Inference 

System (ANFIS), Neuro-fuzzy 

1. Introduction and related work 

Recognizing Arabic letters poses a challenge due to the need for descriptors that account 

for the presence of similar-looking characters. For instance, certain characters may have 

identical body shapes but differ only in diacritical points. In the subsequent sections, we 

will provide a thorough explanation of the feature extraction methods employed and 

present the corresponding results.. 
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Handwritten recognition in general involves two types of feature extraction: statistical 

and structural. Statistical features include histograms of transition and projection profile, 

histograms of gray level distribution, Fourier descriptors, and chain code. On the other 

hand, structural features consider factors like the presence of loops, the number and 

position of diacritical points, and the orientation of curves. [1]. 

The literature review includes several studies on Arabic character recognition. In 2006, 

[2] proposed a system that utilized wavelet transform for feature extraction and a neuro-

fuzzy approach for character recognition. The system achieved a recognition rate of 95.64%. 

In 1997, [3] developed an on-line Arabic handwriting character system using a fuzzy 

neural network as a classifier. The training dataset consisted of 2000 characters written 

by a single writer. 

[4] introduced a new method for off-line recognition of handwritten Arabic characters 

based on structural characteristics and a fuzzy classifier. They employed Fuzzy ARTMAP 

neural network and Five Fuzzy ARTMAP neural networks, achieving a recognition rate 

of 93.8%. 

[5] presented an off-line Multiple Classifier System (MCS) for Arabic handwriting 

recognition. The MCS combined two individual recognition systems based on the Fuzzy 

ART network. The best combination ensemble achieved a recognition rate of 90.1%. 

These studies demonstrate different approaches to Arabic character recognition, including 

neuro-fuzzy approaches, fuzzy classifiers, and multiple classifier systems. The 

recognition rates achieved in these studies highlight the effectiveness of these methods in 

recognizing Arabic characters. 

The literature review encompasses various studies on offline Arabic character 

recognition, focusing on different statistical feature extraction methods. Some of the key 

findings from these studies are summarized as follows: 

Statistical features played a significant role in pattern recognition. [6, 7, and 8] used pixel 

densities, sum of black and white pixels, and detection of black and white points as 

statistical features, respectively. Vertical and horizontal projections were utilized in [9] 

and [10], where [9] specifically used the longest spike to represent the baseline.[11] used 

branch, start-point, and end-point features of a character. [12] and [13] utilized features 

related to character body and secondary parts, position relative to other parts, loops, and 
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Radon transforms. Pseudo-Zernike moments, size, rotation, and translation invariant 

features were used in [14].[15] and [16] employed features such as center of mass, 

crosshair, outliers, and black ink histogram. 

These studies demonstrate the diverse range of techniques and features used for offline 

Arabic character recognition, highlighting the importance of statistical features in 

achieving accurate recognition results. 

Section 2 provides an introduction to the recognition system, a detailed description of the 

preprocessing, normalization, and feature extraction methods, and a short introduction to 

the HMM based recognition process. Section 3 follows with results using the different 

feature sets. 

2. Recognition system  

Figure 1 shows a block diagram of the recognition system. In the following subsections 

we describe normalization, feature extraction, and ANFIS recognizer in more detail. 

 

Figure 1. Illustrates the recognition system steps. 

2.1 Dataset   

This paper used  a dataset , namely the SUST-ARG dataset, which stands for Sudan 

University for Sciences and Technology Arabic Recognition Group (SUST-ARG). The 

dataset comprises a total of one hundred and forty-one forms that were completed by 

various individuals.  

2.2 Preprocessing 

After scanning a document some basic preprocessing tasks like image binarization, 

characters segmentation, and noise reduction have to be performed. Due to the fact that 

we use the cropped grayscale characters images coming from the (SUST-ARG) - dataset, 

morphology and cropping techniques for images of ancient Arabic documents used. A 

handwriting character has been sampled on A4 size paper. The characters w scanned 

using a scanner with a resolution of 300dpi. These characters, then segregated according 

to their own character group and stored as gray scale images.  
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2.3  Statistical Features        

Statistical pattern recognition draws from constructed concepts in statistical decision 

theory to distinguish among data from different classes based upon quantitative features 

of the data. There are wide types of statistical techniques that can be used within the 

description task for feature extraction, ranging from simple descriptive statistics to 

complex transformations [17]. The following shows the major statistical features used for 

character representation: 

CCOB Features: Vertical and horizontal crossings are found by counting the number of 

white-Black -white transfers when scanning the image’s pixels on a vertical line and a 

horizontal line, respectively [18]. Outliers and blank ink histogram [19]. Center of mass, 

the center of mass feature fm is the relative location (relative to the height and width of 

the image) of the center of mass of the black ink. Cross feature Count the number of 

transitions from background to foreground pixels along vertical and horizontal lines 

through the character image as shown in Figure 2. Outliers (Right, Left, Top and Down) 

- calculate the distances of the first image pixel detected from the upper and lower 

boundaries of the image along the vertical lines and from the left and right boundaries 

along the horizontal lines. Black ink histogram is calculate the black ink histogram 

features as shown in figure 3. 

 

  

 

 

Figure 2  Vertical and Horizontal character, crosshair and center of mass. 

 

  

 

 

Figure 3:  Right, Left, Top and Down character, Outliers and Blank ink. 

2) Principal Component Analysis (PCA): The principal component analysis is one of 

the oldest and most famous of the multivariate analysis techniques. Put the basis first by 
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Pearson (1901), and developed by Hoteling (1933). However, it has not been used widely 

until the advent of electronic computer, but now use in the statistical software package [20]. 

Principal Component Analysis (PCA) is a widely used method for feature 

extraction in various applications, including image processing. The primary purpose of 

PCA is to reduce the dimensionality of data matrices to more manageable sizes. The PCA 

process typically starts by calculating the mean of the data matrix, followed by computing 

the covariance of the data. Eigenvalues and Eigenvectors are then estimated [21]. 

The main objective of PCA is to identify the directions in which the data exhibits 

the highest variance. These directions, represented by the Eigenvectors, form a space that 

captures the most significant features of the data. By reducing the dimensionality of the 

data using PCA, it becomes easier to analyze and work with the data while still preserving 

important information related to the overall variance in the dataset [22]. 

 

 

Figure 4. The flow chart that illustrates the PCA. 

2.4 Adaptive Neuro Fuzzy Inference System (ANFIS) 

ANFIS [23] implements an FIS model and has a five layered architecture as shown 

in Figure 5. The first layer received inputs from external environment and the input 

variables are fuzzified.  The second layer computes the rule antecedent part. The third 

hidden layer normalizes the rule strengths followed by the fourth hidden layer where the 

consequent parameters of the rules are determined.  The last layer is the output layer 

which computes the summation of all input signals. ANFIS uses back-propagation 

learning to adjust the premise parameters and Least Mean Square estimation to control 

the consequent parameters.  
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 Figure 5. ANFIS architecture for a 2-inputs Sugeno fuzzy model. 

3. Experimental result 

The (SUST-ARG) data set for Arabic handwritten character together with the mentioned 

ANFIS recognizer was used to test the two different feature sets. These dataset was 

partitioned into two distinct levels. These levels differ in terms of their size and the 

number of classes they encompass.The first level comprises the entire dataset, with each 

individual character belonging to its own unique class. In the second level, the dataset is 

organized into groups of characters that share similarities, and each group is assigned to 

a single class . The dataset was divided into two levels as shown in table 1. This 

partitioning approach was employed in a study conducted by Balola and Shaout [24]. 

Table  1:  Data set types and sizes for training and testing. 

Dataset Level Dataset size Training 

dataset 

Testing 

dataset 

First level 34 class  6800 5100 1700 

Second level 15 classes  3000 2250 750 

In the experiments, have been employed two types of statistical features.  The first type 

of features (CCOB) are the Center mass (xt, yt) of the character image, Cross hair count 

the number of transitions, Outliers (Right, Left, Top and Down) and Black ink histograms. 

The second sets of features used PCA to select the desired number of eigenvectors and 

eigenvalues from resize cropped images. 

3.1 Experiments with First Statistical Set of Features using CCOB Technique  

  The AHC images are taken from the SUST-ARGG dataset. These images are 

both binarized and morphologicalized, second are passed to the feature extracted 

techniques and extracted four (CCOB) features. 

features were used as inputs to the system, three numbers of triangular 

membership functions were used and single output with 1000 epochs. 
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Analyzing results show the improvement at the second level were the recognition 

accuracy is 96.1% for isolated Arabic handwritten character with testing data set in 

grouped classifiers with an increase of about 5.6% from the recognition accuracy 

achieved by a single classifier system as shown in table 2. 

Table  2. Results using the CCOB features. 

Dataset levels 

Training 

Accuracy 

% 

Testing 

Accuracy

% 

All dataset(single 

classifier) 

90.7 90.5 

Grouping 

dataset(grouped 

classifiers) 

96.12 96.1 

3.2 Experiments with Second Statistical Set of Features using PCA Technique  

The handwritten character images are taken from the SUST-ARGG data set. The 

outer parts of these images are removed using the cropping technique.   After the 

unwanted background parts of the image are omitted, the cropped images are resized to 7 

by 5.  The images are then passed to the feature extraction process in order to calculate 

the score values using the principal component analysis (PCA) technique. The score 

values which were obtained from the PCA techniques are then used by ANFIS classifier 

for doing the training process.  Features were used as inputs to the system. 

A experiments were applied on the training data set and the testing data set for 

data set and the results are reported in table 3.  

Table 3.  Results using the PCA  features. 

Dataset levels 

Training 

accuracy

% 

Testing 

accuracy% 

All data set  92.58 92.11 

Grouping data set  96.75 95.94 

  The recognition rates of character recognition calculated by using classifier 

methods are shown in table 4. The capability of the ANFIS model in recognition rate is 

better when using the CCOB feature technique. We noted that there is an improvement 

in the recognition result whenever we used CCOB Technique features.  
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Table 4. Highest accuracy results using  CCOB and PCA.   

Classifiers 

levels 

CCOB  PCA 

Single 

classifier 

93.5 92.11 

Group 

classifier 

96.1 95.94 

4. Conclusion  

In this research paper, we presented an approach for recognizing Arabic isolated 

handwritten characters using the Adaptive Neuro-Fuzzy Inference System (ANFIS). We 

compared two different feature extraction processes to determine their effectiveness in 

handwritten character recognition. 

Our approach utilized two types of statistical features. The first type involved calculating 

the area formed by the projections of the upper and lower character profiles, as well as 

the left and right profiles. We also determined the center of mass (xt, yt) of the character 

image, counted the number of transitions, identified outliers in different directions (Right, 

Left, Top, and Down), and analyzed the black ink histograms. The second set of features 

was based on extracting eigenvectors and eigenvalues from resized and cropped images. 

We used cropped grayscale images of Arabic handwritten characters and applied PCA 

(Principal Component Analysis) for feature extraction. Morphology was used to binarize 

the images, and the second set of features was applied. The classification method 

employed a neuro-fuzzy classifier learning algorithms. The dataset was divided into two 

levels, with characters grouped based on their similarity. 

Through our experiments, we achieved a high accuracy rate for the testing dataset, with 

the CCOB (Center of Character's Outer Boundary) feature yielding the highest result 

accuracy of 96.1%. 

 The findings indicate that the CCOB-based feature extraction technique outperforms the 

second set of statistical features based on PCA. 

In future research, we aim to improve the recognition accuracy of neuro-fuzzy for 

handwritten Arabic character recognition by exploring more advanced feature extraction 

techniques. 
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